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COMPETING RISKS AS PURGED MARKOV CHAINS
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Abstract

We present the competing risks model of Larson and Dinse ([4]) as a special case
of the purged Markov chain.
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1 Introduction

Competing risks is a subdiscipline of survival analysis where, in addition to the time-
to-event T , we observe the cause of failure D ∈ {1, . . . , J}. Interest focuses on the joint
distribution of (T,D), denoted by P(T ≤ t, D = j) (see [1]). We shall discuss competing
risks within the framework of Markov chain models in the spirit of [2] and introduce a
nonparametric method in the context of the Larson and Dinse approach ([4]).

2 The Markov model

2.1 Notation

Let (Xt)t≥0 be a nonhomogeneous Markov chain with one transient state ”0 (alive)”
and J absorbing states, j = 1, . . . , J corresponding to ”failure due to cause j”. Here we
call (Xt)t≥0 a competing risks model. Denote by S = {0, 1, . . . , J} the state space and by
P (t) = (P ij(t))i,j∈S , t ≥ 0, the transition matrix. Denote by

P ij(s, t) = P(X(t) = j|X(s) = i),

the conditional probability of state j at time t given state i at time s, for 0 ≤ s < t ≤ τ .
The transition intensities or the cause-specific hazards λj(t) from state 0 to state j, j ∈
{1, . . . , J} are

λj(t) = lim
∆t→0

P(t ≤ T < t + ∆t, D = j|T ≥ t)
∆t

, j = 1, . . . , J. (1)
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The stochastic behaviour of (Xt)t≥0 is completely determined by the λj(t), j = 1, . . . , J .
In particular, the survival function P 00(0, t) = S(t) = P(T > t) is given by

P 00(0, t) = exp(−
J∑

j=1

∫ t

0
λj(s)ds), (2)

and the cumulative incidence function P 0j(0, t) = P(T ≤ t, D = j) is given by

P 0j(0, t) =
∫ t

0
λj(s)S(s−)ds, (3)

for j = 1, . . . , J . From estimates of the cause-specific hazards the transition probabilities
P 0j(0, t), j = 0, 1, . . . , J , can be estimated as plug-in estimates using (2) and (3).

2.2 The purged chain

Consider the random event

Aj = {absorbtion takes place in state j} = {X(ν) = j}, ν ≥ 0, (4)

where j is an absorbing state. We are interested in computing the conditional probability
of the event {T > t} given Aj .

Proposition 1. The sequence (Xt)t≥0 is a Markov chain with respect to the conditional
probability PAj , with state space {0, j} (the only absorbing state being j).

Proof. See [3], pp. 109-110.

Definition 1. (see [2])
We call (Xt)t≥0 under the conditional probability PAj a purged chain corresponding to

the original Markov chain (Xt)t≥0.

Denote by hj(t) the corresponding transition intensity from state 0 to state j and by
P (t) = (Pkl(t))k,l∈{0,j} the corresponding transition matrix in the purged chain.

The next theorem describes the relationship between the original Markov chain and
the purged chain.

Theorem 1. In the above notation, we have

hj(t) =
αj(t)

P 0j(0, τ) + P 00(0, τ)
, 0 ≤ t ≤ τ. (5)

Moreover, for 0 ≤ s < t ≤ τ we have

P00(s, t) = P 00(s, t)
P 00(t, τ) + P 0j(t, τ)
P 00(s, τ) + P 0j(s, τ)

(6)

and

P0j(s, t) =
P 0j(s, t)

P 00(s, τ) + P 0j(s, τ)
. (7)
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Proof. We will prove (5) first. Starting from the definition of the intensity of the transition
from 0 to j in the purged chain, we get

hj(t) = lim
∆t→0

PAj (t ≤ T < t + ∆t, D = j|T ≥ t)
∆t

= lim
∆t→0

1
∆t

P(Aj ∩ {t ≤ T < t + ∆t, D = j} ∩ {T ≥ t})
P(Aj ∩ {T ≥ t})

= lim
∆t→0

1
∆t

P(Aj ∩ {X(t) = j, t ≤ T < t + ∆t} ∩ {X(t) = 0, T ≥ t})
P(Aj ∩ {X(t) = 0, T ≥ t})

.

Note that the event {X(t) = 0, T ≥ t} refers to the paths starting in state 0 which
remain in this state by time t in the original chain (absorbtion might take place later).
We gather them in B0 = {X(u) = 0, 0 ≤ u ≤ t}. We have

P(Aj ∩ {X(t) = j, t ≤ T < t + ∆t} ∩B0)

= P(B0) · P(X(t) = j, t ≤ T < t + ∆t|B0) · P(X(ν) = j|{X(t) = j, t ≤ T < t + ∆t}∩B0)

= P(B0) · P(X(t) = j, t ≤ T < t + ∆t|B0).

On the other hand,

P(Aj ∩ {X(t) = 0, T ≥ t}) = P({X(ν) = j} ∩ {X(t) = 0, T ≥ t})
= P({X(ν) = j} ∩ ({ν ≤ τ} ∪ {ν > τ}) ∩B0)
= P({X(ν) = j} ∩ {ν ≤ τ} ∩B0) + P({X(ν) = j} ∩ {ν > τ} ∩B0)

= P(B0) ·
∑

l≥0,t+l≤τ

P({X(t + l) = j} ∩ {X(u) = 0, t ≤ u ≤ t + l}|B0)

+P(B0) ·
∑

l≥0,t+l≤τ

P(X(u) = 0, t ≤ t + l|B0)

= P(B0) · P 0j(0, τ) + P(B0) · P 00(0, τ).

Therefore, we get

hj(t) = lim
∆t→0

1
∆t

P(B0) · P(X(t) = j, t ≤ T < t + ∆t|B0)
P(B0) · P 0j(0, τ) + P(B0) · P 00(0, τ)

= lim
∆t→0

1
∆t

P(X(t) = j, t ≤ T < t + ∆t|B0)
P 0j(0, τ) + P 00(0, τ)

which yields (5). The last part of the statement of the theorem can be proved similarly.

2.3 The Larson and Dinse approach

There is a close connection between the purged chains of Section 2.2 and the mixture
model for competing risks of Larson and Dinse. In the Larson and Dinse approach one
considers that

P(T ≤ t, D = j) = P(T ≤ t|D = j) · P(D = j) (8)
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which corresponds to

P 0j(0, t) =
[
1− P00(0, t)

]
· P(D = j) =

[
1− exp (−

∫ t

0
hj(s)ds)

]
· P(D = j), (9)

respectively. In other words, the original competing risks model (Xt)t≤0 is subject to
decomposition into J purged Markov chains. Therefore, the driving forces of this approach
are hj(t) and P(D = j), j = 1, . . . , J , which can be estimated through maximum likelihood
estimation by means of some specific semi-parametric and/or parametric models (see [4]).
Note that because the random variable D is not observable on its own, P(D = j) cannot
be estimated model-free.

It is straightforward to show that hj(t) ≥ αj(t), j = 1, . . . , J . This overestimation of
the failure rate due to cause j in the purged chain is intuitively clear too, because of the se-
lection (mortality selection) made in the purged chain. Therefore, caution should be taken
when we want to transfer conclusions from the the original chain to the purged chains,
according to Theorem 1. Moreover, because the original chain is completely determined
by the cause-specific hazards, which are the ”natural” observable quantities in competing
risks, non-parametric estimation in this chain could be ”transferred” via Theorem 1 to the
Larson and Dinse approach.
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