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ON AN APPLICATION OF ENTROPY

Nicoleta ENACHE DAVID1

Abstract

In this paper some properties of the entropy of a stationary Markov chain
are presented. Using the entropy rate we determine the length of the typical
navigation trails in a web application. Our approach can be used for adaptable
web sites development and for advertising on Internet.
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1 Introduction

Information theory is a branch of applied mathematics that involves the quan-
tification of information. There are applications in computer networks, statistics,
biology, data analysis and other research fields, but information theory is generally
used for the study of information transmission systems.

In literature there are connections between information theory and other domains
like probabilities theory and statistics, physics, economy. In probabilities theory, the
notions of entropy and relative entropy are defined as distribution functions and they
characterize the behavior of long random variables sequences. In economy, especially
in the investments field, there is a duality between the rate of benefit increase on
the market and the market entropy rate.

This paper is structured as follows: in Section 2 we present some properties of
the entropy and the Asymptotic Equipartition Property (AEP) that will be used
to determine the lengths of navigation trails on a web application. In Section 3 we
present a Markov chain model for a web application and in Section 4 we give some
introductory notions about LOG files. Finally, in Section 5 we give our experimental
results obtained with this model and in Section 6 we give our concluding remarks.

2 Some properties of the entropy

In this section we present some properties of the entropy and the Asymptotic
Equipartition Property (AEP) introduced by C.E. Shannon in [9] where he demon-
strated the result for i.i.d. processes and for stationary ergodic processes. Lately, P.
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Bremaud in [3] and B. McMillan in [7] have demonstrated AEP for ergodic alphabet
sources.

We consider a random variable X with density function FX(x) = P (X ≤ x). If
FX(x) is continue, then the random variable X is continue. We denote by f(x) =

F
′
X(x) if the derivative is defined. If

∞∫
−∞

f(x) = 1 then f(x) is the repartition

function of the random variable X. The set S where f(x) > 0 is named the support
set of the random variable X.

We denote by h(X) the differential entropy of a continuous random variable X
having the density function f(x).

Definition 1. [4] The differential entropy is defined as

h(X) = −
∫
S

log f(x)dx, (1)

where S is the support set of the random variable X.

The differential entropy depends only on the probability density of the random
variable, so in some cases the differential entropy is denoted by h(f).

Theorem 1. [4] (AEP) Let us consider a sequence of i.i.d. continuous random
variables X1, X2, ..., Xn with density function f(x). Then we have

− 1

n
log f(X1, X2, ..., Xn)

P→M(− log f(X)) = h(X). (2)

In [4] the authors define the typical set for the continuous case and give the
properties of the typical set.

Definition 2. For ε > 0 and any n, we define the typical set A
(n)
ε in concordance

with the density function f(x) so that

A(n)
ε =

{
(x1, x2, ..., xn) ∈ Sn : | 1

n
log f(x1, x2, ..., xn)− h(X)| ≤ ε

}
, (3)

where f(x1, x2, ..., xn) =
n∏
i=1

f(xi).

From the previous theorem one can see that

− 1

n
log f(x1, x2, ..., xn) = − 1

n

n∑
i=1

log f(xi)
P→ h(X).

It follows that
P{A(n)

ε } > 1− ε (4)

for n sufficiently big. This property is very important in our current approach.
Let us consider a stochastic process denoted by (X1, ..., Xn).
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Definition 3. The entropy rate of a stochastic process (X1, ..., Xn) is defined as

H(X) = lim
n→∞

1

n
H(X1, X2, ..., Xn), (5)

if the limit exists.

We consider now a stationary Markov chain (X1, X2, ...) having a stationary
distribution π = (π1, ..., πk) and the transition matrix P = {Pi,j}i,j=1,k. We have
the following theorem [4]:

Theorem 2. The entropy rate of a stationary Markov chain (X1, X2, ...) having a
stationary distribution π and the transition matrix P is

H(X) = −
k∑

i,j=1

πiPijlogPij . (6)

3 A Markov chain model

In this section we present a Markov model for a web application. We define the
notion of typical navigation trail in a web application and we determine the length
of typical trails.

In literature there are various probabilistic models for web applications. In [8]
the authors propose a Markov model that predicts the next web page accessed by a
visitor. In [6] the authors present a theoretical approach of Web navigation in the
terms of the entropy of a Markov chain that models the web topology.

A very used approach is that a web application can be modeled as a stationary
Markov chain

M = (Y1, Y2, ...),

having the set of states X = {X1, X2, ..., Xk}, transition probabilities matrix P =
{Pi,j}i,j=1,k, the initial probabilities µ = {µ1, µ2, ..., µk} and following the property:

P (Yn+1 = Xj |Y0 = Xi0 , Y1 = Xi1 , ..., Yn−1 = Xin−1 , Yn = Xi)

= P (Yn+1 = Xj |Yn = Xi) (7)

= Pi,j

for all i, j ∈ {1, ...k}, all i0, ..., in−1 ∈ {1, ..., k} and any positive integer n.
In this model the states X1, X2, ..., Xk are the web pages of the website and

Pi,j(i, j = 1, k) represent the transition probabilities from page Xi to page Xj .
The elements Pi,j(i, j = 1, k) are calculated as the rapport between the number of
transitions from Xi to page Xj and the total number of transitions from Xi ([2]).

Let us consider a navigation trail T = (X1, X2, ..., Xt) of length t ≥ 2 in a web
application.
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Definition 4. [1] The navigation trail T = (X1, X2, ..., Xt) is typical if the estimated
probability

P (T ) = P (X1) ·
t∏
i=2

P (Xi|Xi−1) (8)

exceeds a threshold λ ∈ (0, 1).

The parameter λ ∈ (0, 1) depends on k ∈ N∗, the number of pages in the web
site and on m ∈ N∗, the average number of links on a page. We have

λ =
1

k

1

m
. (9)

Definition 5. The set of all navigation trails with the length t ∈ N∗ denoted by Γt
is defined as

Γt = {T |T = (X1, X2, ..., Xt), t ∈ N∗}. (10)

AEP can be applied in this case in the following way: if certain web pages appear
more frequently in the set Γt, there is a subset denoted by Ψt ⊆ Γt that contains
these web pages. It follows that P (Ψt) is closed to 1, respectively the navigation
trails that are not in the subset P (Ψt) appear very rarely [1].

It follows that the length t of a typical navigation trail is

t ≤ −lnλ
H(M)ln2

, (11)

where λ ∈ (0, 1) is calculated according with formula (9).

4 LOG files and data processing

LOG files are the files that store information about the activity of a user on a
web site, respectively the pages he visited, the computer IP, date and time, browser
type, user name if it exists, etc. Recent researches have been conducted to the LOG
files analysis, in order to discover navigation patterns on a web site. Navigation
patterns can offer support for improving the web site’s functionality.

For example, the web site can be improved with a recommendation system, if
the navigation patterns suggest the user’s sections of interest. Much more, an online
bookstore can use such a recommendation system to suggest certain books that can
be purchased by the user, taking into account his previous preferences.

The most used format for LOG files is W3C Extended, elaborated by the World
Wide Web Consortium ([10]).
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5 Experimental results

We consider a web site modeled as a stationary Markov chain M = (Y1, Y2, ...)
having 10 states. We use a collection of navigation trails extracted from the LOG
files of the web site in the period 01.01.2012-01.04.2012. We have eliminated the
irrelevant navigation trails, respectively those rarely visited that are not important
for our study.

Applying the formula (9) for the Markov chain, we have obtained λ = 0.03. From
the formula (11) and with the parameter λ = 0.03 it results that the length of the
typical navigation trails is t ≤ 2.53.

In the figures bellow we present the relative frequencies of the lengths of typ-
ical navigation trails for our data sets. One can observe that the biggest relative
frequencies are obtained for the lengths of trails less or equal with 2.53.

We conclude that the trails having the lengths t ≤ 2.53 appear with biggest
relative frequencies, respectively between 15% and 33% in Figure 1, between 16%
and 19% in Figure 2 and between 8% and 16% in Figure 3.

In conclusion, the typical navigation trails have the lengths t ≤ 2.53.

Figure 1: The lengths of typical trails for the data set 01.02.2012.

Figure 2: The lengths of typical trails for the data set 01.03.2012.
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Figure 3: The lengths of typical trails for one week.

6 Conclusion

In literature there are many models used for the study of the behavior of users
during the navigation on a web site. Among all these, Markov models play an
important role. In this paper we have used the entropy rate of a Markov chain in
order to determine the lengths of the typical trails. In practice, the computation of
the lengths of the typical navigation trails on a web site can be used in:

• Web site personalization, by recommendations for certain pages that the user
is interested in;

• Internet advertising, by placing the banners on the pages that are on the
typical navigation trails.
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