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#### Abstract

Over time, multiple solutions have been sought for building 3D models in the fastest and most accurate way possible. For this reason, this article proposes the use of LAPACK library for a quick solution of linear systems generated by least square method calculation. A mathematical and physical component used in the reconstruction of models consists in the use of Spherical Harmonics which represent some special functions often used in solving partial differential equations in different scientific areas. This problem finds its place in multiple domains such as medicine, engineering, programming. The target of the work described by this paper is to achieve optimization in the reconstruction of 3D models. We aim to perform real-time model reconstruction for large data sets by using Spherical Harmonics functions.
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## 1 Introduction

Nowadays, the reconstruction of 3D objects has become a typical issue that we wanted to address in an efficient manner[5],[8]. We gave special importance to the time in which the reconstruction of an object was carried out, as we tried to bring it as close as possible to real time. To make all this possible we decided to use parallel computation to solve linear systems $[7],[1],[6]$ for problems such as enriching the image scanned by CT[2].

Moreover, we emphasized the use of a well-defined mathematical model based on Spherical Harmonics. The challenge is to calculate Spherical Harmonics values for a large number of given points and a large number of Spherical Harmonics functions[3].

[^0]The study proposed by this paper realizes the reconstruction of 3D objects starting from a set of points in space for which we use a series of Spherical Harmonics functions for modeling. The data points are collected from CT images. In this conditions we assume the 3D points are situated on different layers and all the points describe 3D object contour. Usually, the range number of these points is of order of tens on each layer. Thus the whole 3D object is described by not more than 2 hundreds of points. The objective is to find a way to populate the object surface with more points. Thus we extended the number of points and reconstructed the 3D objects with higher accuracy. The given points can be obtained from CT sections, and the problem is not necessarily specific to the field of medicine. Thus the reconstructed model increased the accuracy. Our goal for this research is to achieve the reconstruction of objects in real time.

This paper includes a section for entering the information needed to solve the problem, the algorithm used, the benefits of the LAPACK library, the results obtained on three 3D models used and conclusions.

## 2 Necessary knowledge

A function which satisfies Laplace equation is called harmonic function. Spherical Harmonics are functions that describe angular parts for some particular case of Laplace's equation solutions.

Spherical Harmonics functions form a basis and this means that any function $f$ expressed in polar coordinates can be represented as a series of Spherical Harmonics:

$$
\begin{equation*}
f(\theta, \varphi)=\sum_{l=0}^{\infty} \sum_{m=-l}^{l} c_{l}^{m} Y_{l}^{m}(\theta, \varphi) \tag{1}
\end{equation*}
$$

The function $Y_{l}^{m}(\theta, \varphi)$ is the spherical function given by:

$$
\begin{equation*}
Y_{l}^{m}(\theta, \varphi)=\sqrt{\frac{2 l+1}{4 \pi}} \sqrt{\frac{(l-m)!}{(l+m)!}} P_{l}^{m}(\cos \theta) e^{i m \varphi} \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{l}^{m}(x)=(-1)^{m}\left(1-x^{2}\right)^{\frac{m}{2}} \frac{d^{m}}{d x^{m}} P_{l}(x), l \geqslant 0, m=\overline{0, l} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{l}(x)=\frac{1}{2^{l} l!} \frac{d^{l}}{d x^{l}}\left(x^{2}-1\right)^{l} \tag{4}
\end{equation*}
$$

The polar coordinates $(\mathrm{r}, \theta, \varphi)$ are related to the cartesian coordinates by the next relations:

$$
\left\{\begin{array}{l}
x=r \cos (\theta) \sin (\varphi)  \tag{5}\\
y=r \sin (\theta) \sin (\varphi) \\
z=r \cos (\varphi)
\end{array}\right.
$$

Based on (1) the coefficients $c_{l}^{m}$ are calculated using:

$$
\begin{equation*}
c_{l}^{m}=\int f(\theta, \varphi) \overline{Y_{l}^{m}}(\theta, \varphi) d \Omega \tag{6}
\end{equation*}
$$

The more spherical coefficients we have we can recreate a more accurate object using a finite sum.

The $L_{\max }$ variable is an essential parameter of our application and represents the bandwidth that we set, which further dictates the volume of calculations.

As shown in [6], using the least square method we obtained a linear system of equations with $\left(L_{\max }+1\right)^{2}$ equations and $\left(L_{\max }+1\right)^{2}$ unknowns given by:

$$
\begin{equation*}
\sum_{l=0}^{L_{\max }} \sum_{m=-l}^{l} c_{l}^{m} \sum_{i=1}^{n} Y_{l}^{m}\left(\Omega_{i}\right) Y_{p}^{q}\left(\Omega_{i}\right)=\sum_{i=1}^{n} R_{i} Y_{p}^{q}\left(\Omega_{i}\right), p=\overline{0, L_{\max }}, q=\overline{-p, p} \tag{7}
\end{equation*}
$$

The complex linear system expands to a real linear system $A x=b$ with $2\left(L_{\max }+1\right)^{2}$ equations and $2\left(L_{\max }+1\right)^{2}$ unknowns with

$$
\begin{equation*}
A=\sum_{i=1}^{n} Y_{l}^{m}\left(\theta_{i}, \varphi_{i}\right) Y_{p}^{q}\left(\theta_{i}, \varphi_{i}\right) \tag{8}
\end{equation*}
$$

and

$$
\begin{equation*}
b=\sum_{i=1}^{n} R_{i} Y_{p}^{q}\left(\theta_{i}, \varphi_{i}\right) \tag{9}
\end{equation*}
$$

Te quantity $R_{i}$ represents the distance between origin and each point from our data set, and $\Omega_{i}$ is the solid angle defined by the pair $\left(\theta_{i}, \varphi_{i}\right)$, for each $i=\overline{1, n}$

The linear system is solved with LAPACK specific methods.
Solving the linear system we obtain the coefficients used to obtain a more accurate image of the reconstructed 3D object.

LAPACK offers a strong support for solving systems of linear equations using parallel computation.

In Figure 1 we can see the dimensions of the matrices for which we are going to calculate the solution of the linear system. Matrix $A$ will be a square real matrix of size $2\left(L_{\max }+1\right)^{2}$, matrix $b$ will be a real column vector of size $2\left(L_{\max }+1\right)^{2}$ and matrix $x$, the solution of the linear system, will be a column vector of the same size as $b$.


Figure 1: Linear system

## 3 Algorithm and LAPACK library

In this section of the article we will present the algorithm for the reconstruction of the 3D model. The solution of the linear system is done using the methods from LAPACK. This library offers solutions for both complex and real systems, but we have solved this problem with real systems.

1. Input points in polar coordinates, $L_{\max }$
2. Compute the complex matrix
3. Compute the complex vector
4. A $=$ ComputeRealMatrix (points, $L_{\max }$ )
5. $\mathrm{b}=$ ComputeRealVector(points)
6. $\operatorname{clm}=\operatorname{SolveSystem}(\mathrm{A}, \mathrm{b}), \mathrm{l}=\overline{0, L_{\max }}, \mathrm{m}=\overline{-l, l}$

Steps (2) and (3) of the algorithm can be solved using formulas (8) and (9). SolveSystem method is used to solve linear system given by $A$ and $b$, where $A$ is a square matrix and $b$ is a column vector. This function uses a specific method from LAPACK to solve linear system.

Computational time can be improved by using a symmetrization formula to optimize some calculations for negative values of $m$ :

$$
\begin{equation*}
P_{l}^{-m}(x)=(-1)^{m} \frac{(l-m)!}{l+m!} P_{l}^{m}(x), l \geqslant 0, m=\overline{0, l} \tag{10}
\end{equation*}
$$

LAPACK is a standard software library used for numerical linear algebra to solve problems as linear systems, linear least squares, eigenvalue problems, singular value decomposition(SVD).

This library uses associated matrix factorizations(LU, QR, Schur, generalized Schur, SVD, Cholesky) and provides functionality for real and complex matrices, in both single and double precision. LAPACK routines computation is performed by class Basic Linear Algebra Subprograms(BLAS).

The method from LAPACK library used to compute the solution for the linear system with a square matrix A and multiple right-hand sides is dgesv.

The signature of this method is: $\operatorname{dgesv}(n, n r h s, A, l d a, i p i v, b, l d b, i n f o)$, where $n$ is an integer which represents the number of linear equations, $n r h s$ is an integer which represents the number of column from $b$ matrix, $A$ represents
the elements from matrix $A, l d a$ is the leading dimension of $A$, ipiv is an integer array which represents the pivot indices that define the permutation matrix, $b$ represents the elements from matrix $b, l d b$ is an integer for leading dimension of $b$, info is an integer.

## 4 Results and discussion

The study proposes two options for approaching the creation of linear system matrices: the first option involves recalculating the values for the real and imaginary part at each step, and the second option proposes storing the common part $Y_{p}^{q}$ of formula (10) to optimize the calculations.

For our experiment we used three 3D models: a small one with 422 points, a medium one with 1394 points and a big one with 4242 points, iterate over multiple $L_{m a x}$ values and obtained the following results with optimizations:

| 422 points model |  |  |  |
| :--- | :--- | :--- | :--- |
| $L_{\max }$ | System Size | Compute System | Solve System |
| 3 | $32 \times 32$ | 0.13 s | 0.006 s |
| 5 | $72 \times 72$ | 0.635 s | 0.01 s |
| 7 | $128 \times 128$ | 1.8 s | 0.007 s |
| 10 | $242 \times 242$ | 6.65 s | 0.008 s |
| 20 | $882 \times 882$ | $1 \min 31 \mathrm{~s}$ | 0.019 s |
| 30 | $1922 \times 1922$ | $8 \min 9 \mathrm{~s}$ | 0.098 s |
| 40 | $3362 \times 3362$ | $26 \min 25 \mathrm{~s}$ | 0.428 s |
| 50 | $5202 \times 5202$ | $1 \mathrm{~h} 4 \min$ | 1.2 s |


| 1394 points model |  |  |  |
| :--- | :--- | :--- | :--- |
| $L_{\max }$ | System Size | Compute System | Solve System |
| 3 | $32 \times 32$ | 0.397 s | 0.008 s |
| 5 | $72 \times 72$ | 1.96 s | 0.007 s |
| 7 | $128 \times 128$ | 5.95 s | 0.006 s |
| 10 | $242 \times 242$ | 21 s | 0.008 s |
| 20 | $882 \times 882$ | $5 \min 20 \mathrm{~s}$ | 0.024 s |
| 30 | $1922 \times 1922$ | $26 \min 37 \mathrm{~s}$ | 0.097 s |
| 40 | $3362 \times 3362$ | 1h 24min | 0.365 s |
| 50 | $5202 \times 5202$ | 3h 31min | 1.181 s |


| 4242 points model |  |  |  |
| :--- | :--- | :--- | :--- |
| $L_{\text {max }}$ | System Size | Compute System | Solve System |
| 3 | $32 \times 32$ | 1.21 s | 0.006 s |
| 5 | $72 \times 72$ | 5.66 s | 0.006 s |
| 7 | $128 \times 128$ | 18.32 s | 0.007 s |
| 10 | $242 \times 242$ | 1 min 4 s | 0.007 s |
| 20 | $882 \times 882$ | $15 \min 30 \mathrm{~s}$ | 0.33 s |
| 30 | $1922 \times 1922$ | $1 \mathrm{~h} 18 \min 29 \mathrm{~s}$ | 0.325 s |
| 40 | $3362 \times 3362$ | $4 \mathrm{~h} 15 \min 45 \mathrm{~s}$ | 0.355 s |

According to the above results, we could observe a significant improvement in the time required to find the solution of the linear system. This is possible with the help of parallel computation, the size no longer becomes an impediment and we can solve the linear system almost instantly.

## 5 Conclusions

Due to the improvements made to our implementation we obtained a much better computation time than the results obtained by [6], which was possible with the help of LAPACK library.

Finding the solution of linear systems has become a solvable problem that we no longer have to worry about, as we managed to find a solution in almost real time. Parallel computation has taken an essential place in our work in order to get the best time possible.

From the point of view of optimizations, the use of values in formula 10 proved to be an inspired choice, as we observed significant improvements in computing time.

Our target is to perform these reconstructions in real time for a large number of points. The goal has been achieved, as we can calculate in almost real time for a set of given 3D points of the order of hundreds. The challenge is to use a larger set of 3D points in order of thousands. As we can easily remark the time to calculate the linear system matrix increases dramatically as we get a larger bandwidth $L_{\text {max }}$ while the time to solve the resulted linear system is usually less than 1 second. To increase the calculation speed for system elements calculation we can use the parallel computation.
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